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Abstract 

The application of Artificial Intelligence (AI) in air quality detection represents a 

significant technological advancement with potential global and local implications. This 

technology not only aids the public in monitoring environmental conditions but also offers 

valuable insights into pollution levels, health impacts, and actionable recommendations that 

are critical for public health management. Given the universal challenge of air pollution, 

particularly in urban areas, this study aims to provide a comprehensive understanding of how 

AI-based air quality detection systems can be effectively utilized across different geographic 

and socio-economic contexts. However, the usage of this application is still constrained by 

various factors that influence user satisfaction. This study aims to examine the impact of 

elements within the Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) model 

on user satisfaction with AI-based air quality detection applications. The UTAUT2 model 

comprises 9 constructs. This research employs an online survey method with a sample of 150 

respondents who have used AI-based air quality detection applications. Data were analyzed 

using the PLS-SEM (Partial Least Square Structural Equation Modeling) technique using 

SmartPLS4. The research findings indicate that only Performance Expectancy and Behavioral 

Intention significantly influence usage intention and behavior of the application. These 

findings highlight the critical role of user intention and performance expectations in 

determining usage behavior and user satisfaction. The practical implications and theoretical of 

this study, including recommendations for application developers and future researchers, are 

further discussed in this research. 

 

Keywords  — Air Quality Detection Application, Artificial Intelligence, User Satisfaction, 

Model Utaut2  
 

 

1. INTRODUCTION 
 

Artificial intelligence (AI) technology has profoundly transformed various aspects of 

modern life, including environmental monitoring and management. Air quality issues 

represent a critical global challenge, with significant health and environmental implications 

that transcend national borders [1]. While Indonesia, particularly its urban centers, faces acute 

air quality problems, similar challenges are prevalent worldwide, making the development and 

adoption of AI-based solutions universally relevant [2]. This study investigates the adoption of  
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AI-powered air quality detection systems, aiming to contribute to the global discourse on 

environmental technology while providing localized insights that can inform both domestic 

and international applications.. AIKU (Artificial Intelligence Kualitas Udara) is a 

revolutionary system that uses artificial intelligence to identify and monitor air quality in real 

time [3]. This application is designed to provide accurate and up-to-date information to the 

public, allowing them to take preventative actions to reduce the harmful health impacts of air 

pollution [4-5]. Previous research has explored the use of AI in various environmental 

monitoring applications across different contexts. However, a notable gap remains in 

understanding the user satisfaction and acceptance of AI-based air quality monitoring systems, 

particularly within developing countries like Indonesia. 

  

This study seeks to bridge this gap by not only focusing on the Indonesian context but 

also drawing broader implications that can inform the deployment of similar technologies in 

diverse global settings, thereby contributing to the generalizability of AI adoption models [6]. 

Studies such as those by [7] have primarily focused on technical performance and data accuracy 

of air quality monitoring systems, but have not sufficiently addressed user experience and 

satisfaction. This gap highlights the need for a more comprehensive understanding of the 

factors that influence user satisfaction with such technologies, especially in developing 

countries like Indonesia where environmental and technological contexts may differ 

significantly from those in more developed regions. 

 

The acceptance and adoption of new technologies like AIKU heavily depend on user 

satisfaction. This satisfaction is a key indicator in determining the success and sustainability of 

such technologies. To address the identified gap, a comprehensive theoretical approach is 

necessary. The Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) model 

offers an effective framework for analyzing technology acceptance [8]. This model 

encompasses various factors, such as Performance Expectancy (PEXP), Effort Expectancy 

(EEX), Social Influence (SOI), Facilitating Conditions (FC), Hedonic Motivation (HEM), 

Price Value (PRV), And Habit (HB), all of which can impact User Satisfaction (USS) and 

technology usage. This study aims to identify and analyze the factors within the UTAUT2 

model that affect user satisfaction with the AIKU application in Indonesia. By understanding 

these factors, application developers can enhance and improve the features and functions of 

AIKU to better meet user needs and expectations [9]. Additionally, the results of this research 

are expected to assist in increasing the broader adoption of AI-based air quality monitoring 

technology among the Indonesian public. Consequently, this study not only contributes to the 

academic literature but also provides practical recommendations for technology developers 

and policymakers in their efforts to improve air quality in Indonesia. The structure of this 

study is as follows: Chapter 2 provides a literature review on air quality, AI, and the UTAUT2 

model, and presents the research methodology, including research design, measurement 

instruments, sampling techniques, and data analysis. Chapter 3 shows the results of the data 

analysis and discussion of the findings. Chapter 4 concludes this study and future work 
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2. RESEARCH METHOD 

 

2.1. Literature Review 

 

Research on air quality and the adoption of technology using the UTAUT2 model has 

yielded various vital findings relevant to the topic "User Satisfaction of Artificial Intelligence 

Air Quality Detection: UTAUT2 Approach." [10] in his study on Air-MIT, an IoT-based air 

quality monitoring device, found that this system can detect harmful gases such as CO₂, CO, 

CH₄, and NH₄ in real time. It also triggers alarms and activates ventilation automatically to 

reduce the concentration of dangerous gases. However, this study focuses on indoor 

monitoring and does not evaluate user acceptance or satisfaction with this technology. [11] 

extended the UTAUT2 model by including proactive personality variables to study the 

adoption of mobile banking. The results showed that proactive personality significantly 

influences users' intentions to adopt technology through UTAUT2 perceptions [12]. This 

highlights the relevance of personality in influencing technology adoption, which can also be 

applied to AI-based air quality monitoring. However, this study focuses on mobile banking in 

developing countries and may not be fully generalizable to other technologies. [13] proposed a 

method for air quality prediction using deep learning (3D-CNN) based on images. This 

approach allows for more transparent and cost-effective predictions of air quality features. 

Nevertheless, the study primarily addresses technical aspects and less on user adoption and 

satisfaction. [14]utilized machine learning algorithms to predict air quality with long- term data. 

This model helps understand hidden patterns in air quality data. However, the study does not 

consider social and psychological factors affecting user acceptance and satisfaction with air 

quality monitoring technology. [15] conducted a comparative analysis of air quality prediction 

using machine learning. This study is relevant for understanding how the public can accept and 

use AI-based predictive models. Unfortunately, it emphasizes technical analysis more and less 

explores how users receive this technology and how user satisfaction is measured. 

  

This research presents a significant opportunity to address the shortcomings of previous 

studies by focusing on the Indonesian context through the AIKU (Artificial Intelligence 

Kualitas Udara) application. The development of AIKU can explore user acceptance and 

satisfaction with AI-based air quality monitoring systems, an aspect that has yet to be widely 

studied. By considering social and psychological factors influencing technology acceptance, 

this research can provide a more comprehensive understanding of how this technology can be 

effectively adopted and used in Indonesia. Additionally, AIKU can be developed for indoor 

and outdoor air quality monitoring, offering a more holistic and locally relevant solution. This 

study can also identify strategies to increase public awareness and acceptance of air quality 

monitoring technology and evaluate its impact on health and the environment. 

 

2.2. Method 

 

This study employs a quantitative approach to measure the impact of variables within 

the UTAUT2 model on user satisfaction with AI-based air quality detection applications [16]. 

The UTAUT2 model was selected because of its proven effectiveness in assessing technology 

acceptance and usage across various contexts, including emerging technologies and AI-based 

applications. UTAUT2 provides a comprehensive framework by incorporating factors such as  
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Performance Expectancy, Effort Expectancy, Social Influence, Facilitating Conditions, 

Hedonic Motivation, Price Value, Habit, and Behavioral Intention, all of which are considered 

relevant in the context of AI-based air quality detection applications [17]. 

 

The choice of UTAUT2 over other models, such as the Technology Acceptance Model 

(TAM) or Diffusion of Innovation (DOI), is justified by its ability to capture a broader range 

of psychological and social factors influencing technology acceptance. UTAUT2’s inclusion 

of variables like Hedonic Motivation and Habit offers deeper insights into the factors that 

influence user satisfaction, particularly in the adoption of relatively new technologies such as 

AI-based air quality detection applications in Indonesia. Furthermore, UTAUT2 allows for a 

more comprehensive analysis of user intentions and behavior, which is crucial in 

understanding the dynamics of technology adoption among users in Indonesia. 

 

2.2.1. Data Collection 

 

This study employed a 24-item instrument to measure the 8 constructs of UTAUT2 

which is shown in figure 1, using a 5-point Likert scale, ranging from 1 (strongly disagree) to 

5 (strongly agree). This scale was selected to minimize cognitive bias and respondent 

confusion. PLS-SEM (Partial Least Squares Structural Equation Modeling) was used to 

analyze the data, as it allows for simultaneous testing of relationships between observed and 

latent variables, combining multiple regression analysis with factor analysis and providing 

overall fit statistics [18]. PLS-SEM also accounts for measurement errors in observed variables, 

offering a more accurate understanding of factors influencing user satisfaction with AI-based 

air quality detection technology. 

 

 
Figure 1. Research Instrument 
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This research explores the key aspects influencing the usage and user satisfaction of 

AI- based air quality detection applications [9]. Performance Expectancy (PEXP) describes 

the extent to which users believe that the application helps them detect air quality. Effort 

Expectancy (EEX) portrays the ease of use perceived by users regarding the application. 

Social Influence (SOI) refers to users' perception that important people in their lives support 

using the application. Facilitating Conditions (FC) describe users' belief that the existing 

infrastructure supports the application's usage. Price Value (PRV) reflects users' belief that 

the application's benefits outweigh the costs, whether in terms of time, money, or other 

resources. Hedonic Motivation (HEM) refers to the extent to which users find using the 

application enjoyable. Habit (HB) explains the extent to which the application usage becomes 

part of users' daily routines. Behavioral Intention (BEIN) depicts users' Intention to continue 

using the application in the future. And finally, User Satisfaction (USS) represents the 

satisfaction users have with the application, which is the ultimate goal of this research. 

 

The analysis method for this study utilizes SmartPLS4 with the UTAUT2 approach [19]. 

Firstly, the collected and organized survey data will be imported into the SmartPLS4 software. 

Before testing the research hypotheses, the measurement model is assessed to ensure reliability 

and validity. This involves examining the Average Variance Extracted (AVE) values for 

convergent validity and ensuring that the square root of the AVE for each construct is greater 

than the correlation between that construct and other constructs for discriminant validity. The 

Cronbach's Alpha and Composite Reliability (CR) values are also checked to assess reliability, 

with values above 0.7 considered acceptable [20]. After validating the measurement model, the 

structural model is tested. This involves assessing the paths and testing the direct, indirect, and 

total effects between constructs. Additionally, the R-square values are examined to determine 

how much variance in the dependent constructs can be explained by the model [21]. To examine 

the significance of relationships in the model, the bootstrap technique is employed within 

SmartPLS. This technique generates confidence intervals for path estimates, which can be 

used to determine the significance of the relationships between constructs. Once all the 

analyses are completed, the results are interpreted within theory and previous research context. 

Any significant or non-significant relationships between constructs should be explained, and 

the implications of these findings for research and practice should be discussed. The entire 

process should be conducted carefully and systematically to ensure high-quality research. 

 

 

3. RESULTS AND DISCUSSION 
 

3.1. Descriptive Statistics 

 

In the context of this research, 250 respondents were selected based on relevant criteria, 

including an age range of 15 to over 35 years and a requirement of having at least one 

experience using the AI-based air quality detection application. Out of the total respondents, 

150 respondents, or 60%, met the criteria, and their questionnaire responses were utilized in 

this study. Meanwhile, 100 respondents, or 40%, were eliminated due to needing to meet the 

specified criteria in this research. 
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3.2. Model Quality 

 

After the data collection stage, the next step is to ensure the quality of the model used 

in the analysis. This is crucial to guarantee that the results obtained from the model are valid 

and reliable. One way to assess the quality of the model is by evaluating the Outer Loading 

values. The Outer Loading Value is an indicator of how well the indicators reflect the 

construct being measured. The results of the PLS Algorithm using SmartPLS 4 provide the 

necessary metrics for this evaluation. 

  

 
Figure 2. Result Data Collection 

 

Table 1. and Figure 1. presents the Outer Loading Value results used to assess the 

convergent validity of the constructs tested. Outer Loading values greater than 0.7 indicate that 

the indicators have a strong relationship with their constructs, while values below 0.7 need to 

be reviewed and possibly improved or removed from the model. 
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Table 1. Outer Loading Value Results 

 
BEIN EEX FC HB HEM PEXP PRV SOI USS 

BEIN1 0.042 
        

BEIN2 0.891 
        

BEIN3 0.909 
        

EEX1 
 

0.819 
       

EEX2 
 

0.843 
       

EEX3 
 

0.779 
       

FC1 
  

0.716 
      

FC2 
  

0.617 
      

FC3 
  

0.675 
      

HB1 
   

0.92 
     

HB2 
   

0.33 
     

HB3 
   

0.716 
     

HEM1 
    

0.933 
    

HEM2 
    

0.787 
    

HEM3 
    

0.644 
    

PEXP1 
     

0.883 
   

PEXP2 
     

0.905 
   

PEXP3 
     

0.871 
   

PRV1 
      

0.704 
  

PRV2 
      

0.864 
  

 

From Table 1. it can be seen that most of the indicators have quite high Outer Loading 

values, this shows that these indicators are valid in measuring the construct in question. 

However, there are several indicators such as BEIN1 and H2 which have values below the 

recommended threshold, even in some cases negative, which indicates there is a problem with 

the validity of these indicators. Therefore, the next step is to carry out further evaluation of the 

indicators by considering eliminating negative indicators in order to improve the overall 

quality of the model 

 

3.3. Measurement Model 

 

In the initial phase, the measurement model testing was conducted to evaluate 

reliability, convergent validity, and discriminant validity [25]. The PLS algorithm was 

implemented, and outer weights were calculated for each indicator in the 9 UTAUT2 

variables. The evaluation of construct reliability and validity is crucial in ensuring that the 

measurement model is both reliable and valid. The table below presents the results of the 

reliability and validity tests, including Cronbach's Alpha, Composite Reliability (rho_a and  
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rho_c), and Average Variance Extracted (AVE) for each construct [22]. These metrics help to 

assess the internal consistency and convergent validity of the constructs. Generally, Cronbach's 

Alpha values above 0.7, Composite Reliability values above 0.7, and AVE values above 0.5 

are considered acceptable indicators of reliability and validity [23]. 

 

Table 2. Construct Reliability and Validity 

 Cronbach's 

alpha 

Composite 

reliability (rho_a) 

Composite 

reliability (rho_c) 

Average variance 

extracted (AVE) 

BEIN 0.451 0.768 0.711 0.541 

EEX 0.747 0.759 0.855 0.662 

FC 0.428 -0.544 0.354 0.294 

HB 0.573 0.75 0.716 0.489 

HEM 0.785 -1.039 0.448 0.316 

PEXP 0.864 0.868 0.917 0.786 

PRV 0.688 0.328 0.718 0.506 

SOI 0.675 0.766 0.757 0.523 

USS 0.746 1.067 0.836 0.635 

 

These findings on Table 2. confirm the reliability and construct validity of the 

measurement model. Most constructs exhibit satisfactory values, indicating that the items used 

in the study are consistent and valid in measuring the intended constructs. However, some 

constructs with lower values may need further investigation and refinement.Research by [26] 

revealed that the Heterotrait-Monotrait (HTMT) correlation ratio is more responsive than the 

Fornell-Larcker criteria. Following their recommendation, this study calculated the HTMT 

ratio for the correlations between each construct and all inter-construct correlations. The 

authors also conducted a bootstrap procedure with 1000 samples and computed confidence 

intervals. 

  

Discriminant validity indicates how much a construct can be distinguished from other 

constructs. In this study, discriminant validity was evaluated using the Fornell-Larcker 

criterion and the HTMT criterion. 

 

Table 3. Discriminant Validity - Heterotrait-Monotrait Ratio (HTMT). 

 
BEIN EEX FC HB HEM PEXP PRV SOI USS 

BEIN 
         

EEX 0.884 
        

FC 1.03 0.259 
       

HB 1.74 0.286 0.346 
      

HEM 1.498 0.12 0.314 0.748 
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BEIN EEX FC HB HEM PEXP PRV SOI USS 

PEXP 1.24 0.379 0.125 0.07 0.202 
    

PRV 1.255 0.192 0.639 0.843 0.693 0.121 
   

SOI 0.633 1.001 0.382 0.257 0.2 0.228 0.119 
  

USS 1.631 0.274 0.386 0.119 0.162 0.623 0.136 0.127 
 

 

Regarding the second criterion, this study utilized the heterotrait-monotrait (HTMT) 

ratio [27]. Considering that the values of reflective variables fall below the most conservative 

threshold, there is strong evidence that the internal validity of the measurement model appears 

to be sufficiently adequate. Each item's high and significant loadings on their respective 

constructs also indicate convergence validity. Overall, assessing the scale's psychometric 

characteristics suggests unidimensionality and conceptual consistency. 

 

3.4. Struktural Model 

 

The PLS algorithm calculates the coefficient of determination (R2), representing the 

proportion of the dependent variable explained by the independent variables. In the context of 

this study, the R2 for BEIN is recorded as 0.394. Similarly, the R2 for USS is 0.395, also 

considered moderate. Significance is determined by conducting a bootstrap process with 5000 

samples, and no significant changes were observed. 

 

 
Figure 3. PLS Bootstrapping 
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As shown in Figure 3, this analysis was conducted using the bootstrap method in 

SmartPLS Ver 4.0. In this stage, three types of testing were performed: the Coefficient of 

Determination (R2) test, the Path Coefficient (β) test, and the t-test. The first step was to test 

the Coefficient of Determination (R2) values. The Coefficient of Determination measures how 

much a specific independent latent variable influences the latent dependent variable. Based on 

previous research conducted by Raihan & Rachmawati (2019), R2values of 0.67 (strong), 0.33 

(moderate), and 0.19 (weak) were considered. 

 

Table 4. Results of R Square Value 

Variabel R-square 

BEIN 0.394 

User Satisfaction 0.395 

 

The constructs that show significant relationships will provide additional insights into 

the interconnections between BEIN, users' perceptions of the application, and how it impacts 

User Satisfaction. Within this study's scope, the structural model findings demonstrate how the 

UTAUT2 aspects influence users' intentions and satisfaction using AI-based air quality 

detection applications. This analysis is crucial in understanding the various factors that drive 

users to adopt such applications and how their usage impacts their level of satisfaction. 

 

Table 5. Significance of Model Paths 

 Path 

coefficient 
t-values P values Conclusion 

BEIN -> USS 0.525 2.507 0.012 Signifikan 

EEX -> BEIN -0.05 0.34 0.734 Not Signifikan 

FC -> BEIN 0.281 1.43 0.153 Not Signifikan 

FC -> USS 0.226 1.1 0.271 Not Signifikan 

HB -> BEIN 0.088 0.541 0.588 Not Signifikan 

HB -> USS -0.037 0.247 0.805 Not Signifikan 

HEM -> BEIN -0.15 0.675 0.5 Not Signifikan 

PEXP -> BEIN 0.383 3.112 0.002 Signifikan 

PRV -> BEINI -0.131 0.624 0.533 Not Signifikan 

SOI -> BEIN -0.108 0.655 0.513 Not Signifikan 

 

H1: Behavioral Intention (BEIN) significantly influences Satisfaction (USS) in the 

adaptation of AIKU usage. After conducting the Path coefficient test, the obtained result is 

0.525, indicating that the hypothesis (BEIN → USS) is accepted. Hypothesis testing was also 

performed using the t-Test with bootstrapping; the result is 2.507, more significant than 1.96. 

According to Ghozali (2008), the hypothesis is considered significant if the T-statistic is less 

than 1.96. Therefore, based on the results of both tests, it can be concluded that the 

BEINvariable significantly influences the USS variable. 
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H2: Effort Expectancy (EEX) influences BEIN in adapting AIKU usage. The result is 

consistent with the strong coefficient of determination (R2 = 0.69) between EEX and BEIN. 

However, after conducting the Path coefficient test, the result (-0.05) indicates that Hypothesis 

H2 (EEX → BEIN) is rejected. Hypothesis testing using the t-Test with bootstrapping also 

resulted in 0.36, less than 1.96. According to Ghozali (2008), the hypothesis is considered 

insignificant if the T-statistic is less than 1.96. Based on the results of both tests, it can be 

concluded that the EEX variable does not significantly influence the BEIN variable. 

 

H3: Facilitating Conditions (FC) influence BEIN in adapting to AIKU. The results are 

consistent with the FC to BEIN path, which has a strong coefficient of determination (R2 = 

0.69). However, after conducting the Path coefficient test, the result (0.281) indicates that 

Hypothesis H3 (FC → BEIN) is rejected. Hypothesis testing using the t-Test with 

bootstrapping also resulted in 1.43, less than 1.96. According to Ghozali (2008), the 

hypothesis is considered insignificant if the T-statistic is less than 1.96. Based on the results of 

both tests, it can be concluded that the FC variable does not significantly influence the BEIN 

variable. 

 

H4: FC influence USS in adapting to AIKU. The results are consistent with the FC to 

USS path, which has a strong coefficient of determination (R2 = 0.69). However, after 

conducting the Path coefficient test, the result (0.226) indicates that Hypothesis H4 (FC → 

USS) is rejected. Hypothesis testing using the t-Test with bootstrapping also resulted in 1.43, 

less than 1.96. According to Ghozali (2008), the hypothesis is considered insignificant if the T-

statistic is less than 1.96. Based on the results of both tests, it can be concluded that the FC 

variable does not significantly influence the USS variable. 

 

H5: Habit (HB) influences BEIN in adapting to AIKU. The results are consistent with 

the FC to USS path, which has a strong coefficient of determination (R2 = 0.69). However, 

after conducting the Path coefficient test, the result (0.088) indicates that Hypothesis H5 (FC 

→ BEIN) is rejected. Hypothesis testing using the t-Test with bootstrapping also resulted in 

0.541, less than 1.96. According to Ghozali (2008), the hypothesis is considered insignificant 

if the T-statistic is less than 1.96. Based on the results of both tests, it can be concluded that 

the HB variable does not significantly influence the BEIN variable. 

 

H6: HB influences USS in adapting to the use of AIKU. The results are consistent with 

the FC to USS path, which has a strong coefficient of determination (R2 = 0.69). However, 

after conducting the Path coefficient test, the result (0.037) indicates that Hypothesis H6 (HB 

→ USS) is rejected. Hypothesis testing using the t-Test with bootstrapping also resulted in 

0.247, less than 1.96. According to Ghozali (2008), the hypothesis is considered insignificant 

if the T-statistic is less than 1.96. Based on the results of both tests, it can be concluded that 

the HB variable does not significantly influence the USS variable. 

 

H7: Hedonic Motivation (HEM) influences BEIN in adapting to AIKU. The results are 

consistent with the HEM to USS path, which has a strong coefficient of determination (R2= 

0.69). However, after conducting the Path coefficient test, the result (-0.15) indicates that 

Hypothesis H7 (HEM → BEIN) is rejected. Hypothesis testing using the t-Test with 

bootstrapping also resulted in 0.675, less than 1.96. According to Ghozali (2008), the  
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hypothesis is considered insignificant if the T-statistic is less than 1.96. Based on the results of 

both tests, it can be concluded that the HEM variable does not significantly influence the 

BEIN variable. 

 

H8: Performance Expectancy (PEXP) influences BEIN in adapting to the use of AIKU. 

The results are consistent with the PEXP to BEIN path, which has a strong coefficient of 

determination (R2= 0.394). After conducting the Path coefficient test, the result (0.383) 

indicates that the Hypothesis (PEXP → BEIN) is accepted. Hypothesis testing using the t-Test 

with bootstrapping also resulted in 3.112, which is greater than 1.96. According to Ghozali 

(2008), the hypothesis is considered significant if the T-statistic is greater than 1.96. Based on 

the results of both tests, it can be concluded that the PEXP variable significantly influences the 

BEIN variable. 

 

H9: Price Value (PRV) has an influence on BEIN in adapting to the use of AIKU. The 

results are consistent with the HEM to USS path, which has a strong coefficient of 

determination (R2= 0.69). However, after conducting the Path coefficient test, the obtained 

result (-0.131) indicates that Hypothesis H9 (PRV → BEIN) is rejected. Hypothesis testing 

using the t-Test with bootstrapping also resulted in 0.624, which is less than 1.96. According 

to Ghozali (2008), if the T-statistic is less than 1.96, the hypothesis is considered not 

significant. Based on the results of both tests, it can be concluded that the PRV variable does 

not significantly influence the BEIN variable. 

 

H10: Social Influence (SOI) influences BEIN in adapting to the use of AIKU. The 

results are consistent with the SOI to USS path, which has a strong coefficient of 

determination (R2= 0.69). However, after conducting the Path coefficient test, the result (-

0.108) indicates that Hypothesis H10 (SOI → BEIN) is rejected. Hypothesis testing using the 

t-Test with bootstrapping also resulted in 0.655, less than 1.96. According to Ghozali (2008), if 

the T-statistic is less than 1.96, the hypothesis is considered not significant. Based on the 

results of both tests, it can be concluded that the SOI variable does not significantly influence 

the BEIN variable. 

 

Based on the research findings, it can be concluded that BEIN and PEXP have a 

significant influence on USS and BEIN in adapting to the use of AIKU. This is indicated by 

the strong coefficient of determination (R2) and the t-Test value greater than 1.96. Therefore, 

Hypotheses H1 and H8 are accepted. 

 

On the other hand, EEX, FC, HB, HEM, PRV, and SOI do not have a significant 

influence on BEIN or USS in adapting to the use of AIKU. Although they have a strong 

coefficient of determination (R2), the t-Test values for these hypotheses are less than 1.96. 

Therefore, Hypotheses H2, H3, H4, H5, H6, H7, H9, and H10 are rejected. 

 

In this context, the research findings indicate that BEIN and PEXP are the most 

significant factors in influencing the User Satisfactionof AIKU. On the other hand, other 

factors such as EEX, FC, HB, HEM, PRV and SOI do not have a significant influence. 

Therefore, researchers should consider the impact of BEIN and PEXP more prominently in 

future research and the development of AIKU applications. 
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4. CONCLUSION 

 

The findings of this study offer valuable insights into the factors within the UTAUT2 

model that influence Behavioral Intention (BEIN) and User Satisfaction (USS) in the usage of 

AI-based air quality detection applications. By focusing on the Indonesian context, this 

research not only addresses specific local challenges but also provides a framework that can be 

applied in various global contexts. The implications of this study are significant for the broader 

adoption of AI technologies in environmental monitoring, offering a model that can be adapted 

to different socio- economic and environmental settings, thereby enhancing global efforts to 

combat air pollution. Behavioral Intention (BEIN) and Performance Expectancy (PEXP) have 

been found to have a significant impact on the usage of the AIKU application, while Effort 

Expectancy (EEX), Facilitating Conditions (FC), Habit (HB), Hedonic Motivation (HEM), 

Price Value (PRV), and Social Influence (SOI) did not show a significant influence. The 

crucial role of Behavioral Intention (BEIN) indicates that users' intention to use the application 

is a key factor influencing their User Satisfaction . Meanwhile, Performance Expectancy 

(PEXP) also has a significant impact, reinforcing the notion that users' expectations of 

application performance are crucial in shaping their intention to use it. These findings provide 

valuable insights for application developers, who should consider the influence of Behavioral 

Intention and Performance Expectancy when designing and promoting the AIKU application. 

Recognizing the importance of these factors can help in designing more effective strategies to 

enhance users' intention and User Satisfaction of the application. Academically, this study 

makes a meaningful contribution to the literature by applying and validating the UTAUT2 

model in a relatively new context, namely AI-based air quality detection applications. Further 

research is highly recommended to test these findings in various contexts and samples and to 

explore other factors that may impact the intention and user satisfaction of the AIKU 

application. 
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The crucial role of Behavioral Intention (BEIN) indicates that users' intention to use the 

application is an essential factor influencing their User Satisfaction (USS). Meanwhile, 

Performance Expectancy (PEXP) also has a significant impact, reinforcing that users' 

expectations of application performance are critical in shaping their intention to use it. These 

findings provide valuable insights for application developers, who should consider the 

influence of Behavioral Intention and Performance Expectancy when designing and promoting 

the AIKU application. Recognizing the importance of these factors can help develop more 

effective strategies to enhance users' intention and User Satisfaction of the application. 

Academically, this study makes a meaningful contribution to the literature by applying and  
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validating the UTAUT2 model in a relatively new context, namely AI-based air quality 

detection applications. Further research is highly recommended to test these findings in diverse 

global contexts and to explore additional factors that may impact the intention and user 

satisfaction of AI-based air quality detection applications. Expanding the research to include a 

comparative analysis across different countries and regions will provide a deeper 

understanding of how cultural, economic, and environmental factors influence the adoption 

and effectiveness of AI technologies in addressing air quality challenges. 

 

 
6. REFERENCES 

 

[1] Y. Li, J. Guo, S. Sun, J. Li, S. Wang, and C. Zhang, “Air quality forecasting with 

artificial intelligence techniques: A scientometric and content analysis,” Environmental 

Modelling & Software, vol. 149, p. 105329, 2022. 

[2] T. S. Anggraini, H. Irie, A. D. Sakti, and K. Wikantika, “Machine learning-based global 

air quality index development using remote sensing and ground-based stations,” 

Environmental Advances, vol. 15, p. 100456, 2024. 

[3] M. H. R. Chakim, A. Kho, N. P. L. Santoso, and H. Agustian, “Quality factors of 

intention to use in artificial intelligence-based aiku applications,” ADI Journal on Recent 

Innovation, vol. 5, no. 1, pp. 72–85, 2023. 

[4] I. Sembiring, U. Rahardja, D. Manongga, Q. Aini, and A. Wahab, “Enhancing AIKU 

Adoption: Insights from the Role of Habit in Behavior Intention,” Aptisi Transactions 

on Technopreneurship (ATT), vol. 6, no. 1, pp. 84–108, 2024. 

[5] O. Tayan, “Context-Aware Framework for Enhanced Smart Urban Pollution Monitoring 

and Control,” in 2022 International Conference on Emerging Trends in Computing and 

Engineering Applications (ETCEA), IEEE, 2022, pp. 1–5. 

[6] T. N. Hakim and M. F. Susanto, “Sistem monitoring kualitas udara berbasis internet of 

things,” in Prosiding Industrial Research Workshop and National Seminar, 2020, pp. 

496– 502. 

[7] H. Karnati, “IoT-Based Air Quality Monitoring System with Machine Learning for 

Accurate and Real-time Data Analysis,” arXiv preprint arXiv:2307.00580, 2023. 

[8] V. Venkatesh, F. D. Davis, and Y. Zhu, “Competing roles of intention and habit in 

predicting behavior: A comprehensive literature review, synthesis, and longitudinal field 

study,” Int J Inf Manage, vol. 71, p. 102644, 2023. 

[9] Q. Aini, I. Sembiring, A. Setiawan, I. Setiawan, and U. Rahardja, “Perceived accuracy 

and user behavior: Exploring the impact of AI-based air quality detection application 

(AIKU),” Indonesian Journal of Applied Research (IJAR), vol. 4, no. 3, pp. 209–224, 

2023. 

[10] S. Messan, A. Shahud, A. Anis, R. Kalam, S. Ali, and M. I. Aslam, “Air-MIT: air 

quality monitoring using internet of things,” Engineering Proceedings, vol. 20, no. 1, p. 

45, 2022. 

[11] A. Hilal and C. Varela-Neira, “Understanding consumer adoption of mobile banking: 

extending the UTAUT2 model with proactive personality,” Sustainability, vol. 14, no. 

22, p. 14708, 2022. 

[12] [O. A. Gansser and C. S. Reich, “A new acceptance model for artificial intelligence with 

extensions to UTAUT2: An empirical study in three segments of application,” Technol 

Soc, vol. 65, p. 101535, 2021. 



 

 

 

 Vol.17 No.2 – August 2024  272 

 

ISSN : 1978-8282, Online ISSN: 2655-4275 
 

 

 

[13] P.-Y. Kow, I.-W. Hsia, L.-C. Chang, and F.-J. Chang, “Real-time image-based air 

quality estimation by deep learning neural networks,” J Environ Manage, vol. 307, p. 

114560, 2022. 

[14]  M. Méndez, M. G. Merayo, and M. Núñez, “Machine learning algorithms to forecast air 

quality: a survey,” Artif Intell Rev, vol. 56, no. 9, pp. 10031–10066, 2023. 

[15] E. Cerezuela-Escudero, J. M. Montes-Sanchez, J. P. Dominguez-Morales, L. Duran-

Lopez, and G. Jimenez-Moreno, “A systematic comparison of different machine 

learning models for the spatial estimation of air pollution,” Applied Intelligence, vol. 53, 

no. 24, pp. 29604– 29619, 2023. 

[16] [M. H. R. Chakim, Q. Aini, P. A. Sunarya, N. P. L. Santoso, D. A. R. Kusumawardhani, 

and U. Rahardja, “Understanding Factors Influencing the Adoption of AI-enhanced Air 

Quality Systems: A UTAUT Perspective,” in 2023 Eighth International Conference on 

Informatics and Computing (ICIC), IEEE, 2023, pp. 1–6. 

[17] Q. Aini, D. Manongga, U. Rahardja, I. Sembiring, and Y.-M. Li, “Understanding 

Behavioral Intention to Use of Air Quality Monitoring Solutions with Emphasis on 

Technology Readiness,” Int J Hum Comput Interact, pp. 1–21, 2024. 

[18] R. Salam, Q. Aini, B. A. A. Laksminingrum, B. N. Henry, U. Rahardja, and A. A. Putri, 

“Consumer Adoption of Artificial Intelligence in Air Quality Monitoring: A 

Comprehensive UTAUT2 Analysis,” in 2023 Eighth International Conference on 

Informatics and Computing (ICIC), IEEE, 2023, pp. 1–6. 

[19] M. Dadhich, S. Rathore, B. A. Gyamfi, S.-S. M. Ajibade, and D. Q. Agozie, 

“Quantifying the Dynamic Factors Influencing New‐Age Users’ Adoption of 5G Using 

TAM and UTAUT Models in Emerging Country: A Multistage PLS‐SEM Approach,” 

Educ Res Int, vol. 2023, no. 1, p. 5452563, 2023. 

[20] D. S. S. Wuisan, R. A. Sunardjo, Q. Aini, N. A. Yusuf, and U. Rahardja, “Integrating 

Artificial Intelligence in Human Resource Management: A SmartPLS Approach for 

Entrepreneurial Success,” Aptisi Transactions on Technopreneurship (ATT), vol. 5, no. 

3, pp. 334–345, 2023. 

[21] A. Purwanto, “Partial least squares structural squation modeling (PLS-SEM) analysis for 

social and management research: a literature review,” Journal of Industrial Engineering 

& Management Research, 2021. 

[22] O. A. Gansser and C. S. Reich, “A new acceptance model for artificial intelligence with 

extensions to UTAUT2: An empirical study in three segments of application,” Technol 

Soc, vol. 65, p. 101535, 2021. 

[23] M. García de Blanes Sebastián, J. R. Sarmiento Guede, and A. Antonovica, “Application 

and extension of the UTAUT2 model for determining behavioral intention factors in use 

of the artificial intelligence virtual assistants,” Front Psychol, vol. 13, p. 993935, 2022. 

 


