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ABSTRACT

Nowadays, forecasting is developed more rapidly because of more systematically decision making process in companies. One of the good forecasting characteristics is accuracy, that is obtaining error as small as possible. Many current forecasting methods use large historical data for obtaining minimal error. Besides, they do not pay attention to the influenced factors. In this final project, one of the forecasting methods will be proposed. This method is called Regression Dynamic Linear Model (RDLM). This method is an expansion from Dynamic Linear Model (DLM) method, which model a data based on variables that influence it. In RDLM, variables that influence a data is called regression variables. If a data has more than one regression variables, then there will be so many RDLM candidate models. This will make things difficult to determine the most optimal model. Because of that, one of the Bayesian Model Averaging (BMA) methods will be applied in order to determine the most optimal model from a set of RDLM candidate models. This method is called Akaike Information Criteria (AIC). Using this AIC method, model choosing process will be easier, and the optimal RDLM model can be used to forecast the data. BMA-Akaike Information Criteria (AIC) method is able to determine RDLM models optimally. The optimal RDLM model has high accuracy for forecasting. That can be concluded from the error estimation results, that MAPE value is 0.62897% and U value is 0.20262.
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INTRODUCTION

Nowadays, forecasting has developed more rapidly because of the more systematically decision making in an organization or company. One of the good forecasting characteristic is from accuraction, and should get error that is as minimal as possible. Usually, forecasting just estimates based on historical data only without considering external factors that might influence the data. Because of that, in this paper will be proposed a method that takes all external factors into consideration, this method is called Regression Dynamic Linear Models (RDLM), with Bayesian Model Averaging (BMA) applied in order to choose the most optimal model. By using this method, the forecast results will have high accuracy. (Mubwandarikwa et al., 2005).

The Method

There are four steps to forecast a data using RDLM method, i.e.: forming candidate models, choosing optimal model, forecasting using optimal model, and measuring accuracy of optimal model.

Dynamic Linear Models (DLM)

Dynamic Linear Model is an extension of state-space modeling on prediction and dynamic system control (Aplevich, 1999). State-space model of time series contains data generating process with state (usually shown by vector of parameter) that can change over time. This state is only observed indirectly, as far as values of time series that are obtained as function of state in correspond period. DLM base model at all time \( t \) is described by evolution/system and observation equation. The equation forms are as follow:

- **Observation equation**:
  \[ Y_t = F_t \theta_t + v_t, \]
  where \( v_t \sim N(0,V_t) \) (1)

- **System equation**:
  \[ \theta_t = G_t \theta_{t-1} + \omega_t, \]
  where \( \omega_t \sim N(0,W_t) \) (2)

- **Initial information**:
  \[ \theta_0 \sim N(m_0,C_0) \] (3)

DLM can be explained alternatively with 4 sets as follow:

\[ M_j(j_i) = \{ F_i, G_i, V_i, W_i \}, j = 1, 2, ..., \] (4)
Where at time $t_i$:

- $\theta_i$ is state vector at time $t_i$.
- $F_i$ is known regression variable vector.
- $\nu_i$ is observation noise that has Gaussian distribution with zero mean and known variance $V_i$, where it represents estimation and error trial of changing observation of $Y_i$.
- $G_i$ is state evolution matrix, it describes deterministic mapping of state vector between time $t - 1$ and $t$.
- $\omega_i$ is evolution noise that has Gaussian distribution with zero mean and variance matrix $W_t$, where it represents changing in state vector.

**Regression Dynamic Linear Models (RDLM)**

Regression Dynamic Linear Model (RDLM) is an extension of DLM, which RDLM considers regression variables (regressor) in modeling process. For example, for time series data that has regressors $X1, X2$, then it will have several possible models, that are $M1( ,X1), M2( ,X2)$ and $M3( ,X1,X2)$. For time $t$, $t = 1,2,...$ Regression Dynamic Linear Model (RDLM), $(j = 1,2,...,k)$, represents a base time series model with 4 observations, which can be identified by 4 sets, where:

- $F_j = (X_i,...,X_p)_j$ is regression vector $(1 \times p)$, $X_{ij}$ is $i^{th}$ variable regression $(i=1,2,...,p)$ which for $X_i$ has value of 1.
- $G_j$ is system evolution matrix $(p \times p)$ with the value of $G_j = I(n)$ identity matrix.
- $V_j$ is observation variance of $j$.
- $W_j$ is system evolution variance matrix $(p \times p)$ which is estimated using discount factors, for $i^{th}$ time:

$$W_{ji} = \frac{1 - \delta}{\delta} C_t \quad (5)$$

Discount factors are determined by checking off model to determine the optimal values. Optimal value for trend component $\delta_t = 0.9$, seasonality $\delta_s = 0.95$, variance $\delta_v = 0.99$ and regression $\delta_r = 0.98$ (Mubwandariikwa et al., 2005).
RDLM Sequential Updating

Estimation of state variables ($\theta$) can not be done directly at all times, but by using information from data which update from time t-1 to t is performed using Kalman Filter. For further information, see West and Harrison (1997).

Take as example $D_t$ describes all information from past times until time t and $Y_t$ is data at time t.

Assume that:

$$\theta_{t-1} | D_{t-1} \sim N(m_{t-1}, C_{t-1}) \quad (6)$$

Equation (2) and (6) have Gaussian distribution, so linear combinations of both of them can be formed and produce prior distribution that is:

$$\theta_t | D_{t-1} \sim N(G_t m_{t-1}, G_t C_{t-1} G_t' + W_t) \quad (7)$$

Then from equation (1) and (7), forecast distribution can be obtained, that is:

$$Y_t | D_{t-1} \sim N(F_t G_t m_{t-1}, F_t R_t F_t' + V_t) \quad (8)$$

where

$$R_t = G_t C_{t-1} G_t' + W_t$$

From forecast distribution at equation (8), forecast result for $Y_t$ can be obtained using:

$$\hat{y} = E(Y_t | D_{t-1}) = F_t G_t m_{t-1} \quad (9)$$

By using Kalman Filter, posterior distribution can be obtained:

$$\theta_t | D_t \sim N(m_t, C_t) \quad (10)$$

where

$$m_t = G_t m_{t-1} + A_t e_t \quad C_t = R_t - A_t B_t A_t'$$

with $A_t = R_t F_t' B_t^{-1}$ \quad $e_t = y_t - \hat{y}_t \quad B_t = F_t R_t F_t' + V_t$

All the steps above solve recursive update of RDLM and can be summarized as following:

1. determining model by choosing $[F, G, V, W]_t$.
2. setting initial values of $m_0, c_0$.
3. forecasting $y_{t+1}$ using equation (9).
4. observing $y_{t+1}$ and updating using equation (10).
5. back to (c), then substituting $t+1$ with $t$.

**Bayesian Model Averaging of RDLM**

In RDLM method, there are many candidate models. For determining the most optimal model, one of BMA method is used, that is Akaike Information Criteria (AIC).

**Akaike Information Criteria (AIC)**

Akaike Information Criteria (AIC) by Akaike (1974) originates from maximum (log-)likelihood estimate (MLE) from error variance of Gaussian Linear regression model. Maximum (log-)likelihood model can be used to estimate parameter value in classic linier regression model. AIC suggests that from a class of candidate models, choose model that minimize :

$$AIC = -2 \ln L_j + 2p$$

Where for $j^{th}$ model :

- $L_j$ is likelihood.
- $p$ is number of parameters in model.

This method chooses model that gives best estimates asymptotically (Akaike, 1974) in explanation of Kullback-Leibler. Akaike weight can be estimated by defining:

$$\Delta_j = AIC_j - \min(AIC)$$

where $\min AIC$ is the smallest value of AIC in a set of models. Likelihood $L_j$ from every model $M_j(j)$ conditional on data and set of models. Then Akaike weight $w_j$ can be estimated using equation :

$$w_j = \frac{e^{-\Delta_j}}{\sum_k e^{-\Delta_j}}$$

where $k$ is number of possible models in consideration and the rest of defined models component. (Turkheimer et al., 2003)
Error Estimation

For knowing the accuracy of forecasting model, it can be seen from error estimation result. According to Makridakis et al., 1997, several methods in forecast error estimation that can be used are as following:

- **Mean Absolute Percentage Error (MAPE)**

  MAPE is differences between real data and forecast result that is divided with forecast result then is absoluted and the result is on percent value. A model has excellent performance if MAPE value lies under 10%, and good performance if MAPE value lies between 10% and 20% (Zainun dan Majid, 2003).

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Y_i - \hat{Y}_i}{Y_i} \right| \cdot 100
\]  

- **Theil’s U statistic**

  U statistic is performance comparison between a forecasting model with naïve forecasting, that predicts future value is equivalent with real value one time before. Comparison takes correspond ratio with RMSE (root mean squared errors), that is square root of average squared differences between prediction and observation. As the main rule, forecasting method that has Theil’s U value larger than 1 is not effective.

\[
U = \frac{\sum_{i=1}^{t} (\hat{Y}_i - Y_i)^2}{\sqrt{\sum_{i=1}^{t} (Y_i - \hat{Y}_{i-1})^2}}
\]  

where for all methods,  
\[Y = \text{data}, \quad \hat{Y} = \text{forecasting result}.

Implementation and Analysis

Several trial test that have been done are choosing optimal model, forecasting optimal model, testing AIC performance and comparing DLM with RDLM.

To do the trial tests, world commodity price index data is used. This data contains many kinds world commodity including food, gas, agriculture, and many kinds of metal. Several variables used are:
1. Rice price index (D).
2. Fertilizer price index (X1).
3. Agriculture tools price index (X2).
4. Refined fuel oil price index (X3).

This data is from 1980 until 2001. The target forecast data is the first variable that is rice price index, with regression variables fertilizer price index, agriculture tools price index, and refined fuel oil price index. Plot of rice price index is shown on figure 1.

![Figure 1 Data Plot](image)

**Model Choosing**

Since data is influenced by 3 variables, then there are 7 RDLM candidate models, that are: M1(D,X1), M2(D,X2), M3(D,X3), M4(D,X1,X1), M5(D,X1,X3), M6(D,X2,X3), M7(D,X1,X2,X3).

After implementing AIC, then weight of every model is obtained as following:

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.8344e-007</td>
</tr>
<tr>
<td>2</td>
<td>1.7704e-050</td>
</tr>
<tr>
<td>3</td>
<td>2.0559e-009</td>
</tr>
<tr>
<td>4</td>
<td>2.2081e-017</td>
</tr>
<tr>
<td>5</td>
<td>2.0597e+006</td>
</tr>
<tr>
<td>6</td>
<td>6.5219e+116</td>
</tr>
<tr>
<td>7</td>
<td>3.0446e+069</td>
</tr>
</tbody>
</table>

From the table above, it can be seen that M5 has the largest weight, so M5 is the most optimal model.
Optimal Model Forecasting

From the previous section, M5 has been chosen as the most optimal model which will be used for forecasting. The forecasting result of M5 is shown on figure 2.

![Figure 2 RDLM Forecasting](image)

From the forecasting result, then the accuracy is calculated and shown on the following table

<table>
<thead>
<tr>
<th>Method</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE (%)</td>
<td>0.62897</td>
</tr>
<tr>
<td>Theil’s U</td>
<td>0.20262</td>
</tr>
</tbody>
</table>

From those calculation, it can be seen that RDLM model has excellent performance in forecasting. This is because its MAPE value lies under 10%, that is 0.62897%. From Theil’s U point of view, this model is effective since its U value is under 1.

Testing AIC Performance

In order to analyze AIC performance, every model accuracy will be compared, then it can be seen whether model that has been chosen by AIC is a model with the smallest error. Accuracy of every model is shown on the following table:

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE (%)</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0.63678</td>
<td>0.20535</td>
</tr>
<tr>
<td>M2</td>
<td>0.64513</td>
<td>0.20637</td>
</tr>
<tr>
<td>M3</td>
<td>0.63415</td>
<td>0.20373</td>
</tr>
<tr>
<td>M4</td>
<td>0.63892</td>
<td>0.20490</td>
</tr>
<tr>
<td>M5</td>
<td>0.62897</td>
<td>0.20262</td>
</tr>
<tr>
<td>M6</td>
<td>0.63965</td>
<td>0.20421</td>
</tr>
<tr>
<td>M7</td>
<td>0.63717</td>
<td>0.20406</td>
</tr>
</tbody>
</table>
It can be seen from the table above that M5 has the smallest error, so it can be concluded that AIC method works well in choosing model.

**Comparation Between RDLM and DLM Performance**

In this section, RDLM and DLM will be compared to prove that RDLM method work better than DLM method. This can be done by comparing DLM model with the most optimal RDLM model that is M5. Forecasting result of both of those models is plotted on figure 3.

![Figure 3 RDLM and DLM Forecasting](image)

From the forecasting result, error estimation will be done and shown on the following table.

**Table 4 RDLM and DLM Errors**

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE (%)</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDLM</td>
<td>0.62897</td>
<td>0.20262</td>
</tr>
<tr>
<td>DLM</td>
<td>1.2062</td>
<td>0.37716</td>
</tr>
</tbody>
</table>

From the above table, it can be seen that RDLM method has smaller error than DLM model, from the MAPE and Theil’s U value.

**CONCLUSION**

Several conclusions than can be taken about application of BMA-Akaike Information Criteria (AIC) in RDLM (Regression Dynamic Linear Model) forecasting method is as follows:

1. Forecasting using RDLM (Regression Dynamic Linear Model) has high accuration as long as the chosen model is the most optimal model.
2. BMA-Akaike Information Criteria (AIC) method is proven to determine the RDLM models optimally.
3. Forecasting using RDLM method has better result than normal DLM method as long as the RDLM model is the most optimal model.
4. Using rice price index data on 1997 – 2001, RDLM method works 48% better than DLM method judging from MAPE value, and 46% better judging from Theil’s U value.
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